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Computation of the derivatives of an image defined on a lattice structure is of paramount importance in computer vision. The solution implies least square fitting of a continuous function to a neighborhood centered on the site where the value of the derivative is sought. We present a systematic approach to the problem involving orthonormal bases spanning the vector space defined over the neighborhood. Derivatives of any order can be obtained by convolving the image with a priori known filters. We show that if orthonormal polynomial bases are employed the filters have closed form solutions. The same filter is obtained when the fitted polynomial functions have one consecutive degree. Moment preserving properties, sparse structure for some of the filters, and relationship to the Marr-Hildreth and Canny edge detectors are also proven. Expressions for the filters corresponding to fitting polynomials up to degree six and differentiation orders up to five, for the cases of unweighted data and data weighted by the discrete approximation of a Gaussian, are given in the appendices. © 1992 Academic Press, Inc.

1. INTRODUCTION

In computer vision an image g is defined as the ensemble of values g(n, m) allocated to the sites of a sampling lattice. The following problem frequently appears in applications:

Given the noisy image g, estimate at the site (n, m), by computations restricted to a local neighborhood, the value of the (p + q)th partial derivative (p along the x axis, q along the y axis) of the original (uncorrupted) image.

The problem is of paramount importance in edge detection with differential operators, where first- and second-order derivatives are employed. Higher-order derivatives are required in certain applications of 3D vision [1, 26]. In this paper we present a method through which derivatives of any order can be obtained by convolving the image g with a priori known kernels. Our goal is to present a systematic approach to differentiation of discrete data preceded by least square smoothing.

The direct method, employing finite differences to compute an approximation of the derivative, is not a satisfactory solution. The difference operator amplifies the noise present in the image and the result is unreliable. Differentiation must be preceded by a smoothing operation which reduces the amount of noise at the expense of the achievable resolution for the values of the derivatives. In edge detection, given the edge profile of interest, the two operations can be combined optimally either in the image domain or in the frequency domain (see [2, pp. 55–80], for a complete review).

In this paper we take a traditional approach in which the trade-off between detection and localization [7] does not have a central role. Nevertheless, some of Canny’s results will be obtained as a particular case of the new method. We focus on computational issues and present a fast solution to the proposed problem involving only convolutions with known kernels. In later sections we return in detail to the topics to be introduced in this section.

We define in the neighborhood around (n, m) a continuous function f(x, y), called by Haralick [10] the underlying function of the image. This function carries our assumptions about the local image structure. Let f(n, m) be the sample at site (n, m) of the function f(x, y). The step size of the sampling lattice along both directions is taken equal to one. To achieve noise reduction, the number of parameters of f(x, y) must be less than the number of
samples in the neighborhood. These parameters can be found by minimizing the mean square error relative to the data, the values of \( g \) in the neighborhood. The function \( f(x, y) \) is then employed for the local analysis of \( g \).

The amount of computation is significantly reduced if \( f(x, y) \) is defined in terms of orthogonal basis functions spanning the vector space corresponding to the neighborhood. The optimal orthogonal basis is obtained from Karhunen-Loève expansion of the data [14, 16].

A special class of basis functions, the orthogonal polynomials, are also of interest.

Orthogonal polynomial bases have often been employed in computer vision. Hueckel [15] used nine two-dimensional polynomials up to the fourth degree to detect edges and lines. They correspond to Chebyshev polynomials in polar coordinates. Hartley [11] employed the first six two-dimensional Hermite polynomials to solve the same task. Paton [25] employed the first six two-dimensional Legendre polynomials to describe the local structure of the image. These authors regarded the neighborhood as a continuous interval with the values \( g(n, m) \) extended (zero-order interpolation) between the sampling lattice sites.

In the discrete approach, while \( f(x, y) \) is still defined as a continuous function, the computations are restricted to the lattice points of the neighborhood. Haralick [10] employed this method to estimate directional derivatives in noisy images. His polynomials, up to third degree, are discrete Chebyshev polynomials, also known as Gram polynomials [13, p. 290].

In this paper we too adopt the discrete approach. In Section 2 the mathematics of orthogonal bases over discrete intervals is presented. The general expression for smoothed differentiation filters is obtained in Section 3, and the filters built with orthogonal polynomial bases are discussed in Section 4. Experimental results are shown in Section 5 and the paper is concluded with a discussion section.

2. ORTHOGONAL BASES OVER DISCRETE INTERVALS

We now give a short review of orthogonal bases defined on discrete intervals. Without loss of generality we can employ the one-dimensional approach and define the interval as being of length \( 2N + 1 \) centered on \( n \), i.e., \( k = n - N, \ldots, n, \ldots, n + N \). Let \( \psi_l(x) \), \( l = 0, 1, \ldots, \infty \) be a set of functions and \( w(x) \geq 0 \) a weight function. All defined on the interval \(-N \leq x \leq +N\). The functions can take only finite values and are continuous in the interval. The \( L \) discrete scalar product of two functions with respect to the weight function on the discrete set of points \( n - N, \ldots, n, \ldots, n + N \) is defined as

\[
\langle \psi_l, \psi_j \rangle = \sum_{k=-N}^{n+N} w(k-n) \psi_l(k-n) \psi_j(k-n). \tag{1}
\]

Note that the only function values employed are the ones at the lattice sites and that the scalar product implicitly depends on \( n \), the center of the interval under consideration. The set of functions \( \{ \psi_l \} \) is orthogonal if for any \( l \) and \( j \)

\[
(\psi_l, \psi_j) = \begin{cases} \psi_l^2, & l = j \\ 0, & \text{otherwise} \end{cases}
\]

where \( \psi_l^2 = (\psi_l, \psi_l) = |\psi_l|^2 \) is the \( L \) norm of the function \( \psi_l \). The set of functions \( \phi_l(x) = \{ \psi_l(x) / \psi_l \} \), where \( l = 0, 1, \ldots, L \), is called an orthonormal basis.

Let the samples \( g(k), k = n - N, \ldots, n, \ldots, n + N \), be the available discrete data. We want to obtain in mean squares sense the best continuous approximation of the data on the interval by employing a continuous function \( f(x) \) having \( L + 1 \) real parameters \( f_l, l = 0, 1, \ldots, L < L + 1 \). That is, we assume that between the available samples \( g(k) \) the data can be represented by \( f(x) \) built from the linear combination of the first \( L + 1 \) basis functions

\[
f(x) = \sum_{l=0}^{L} f_l \phi_l(x - n), \quad n - N \leq x \leq n + N, \tag{3}
\]

where the expansion coefficients \( f_l \) are to be determined. This limited set of basis functions forms the orthonormal base of an \( (L + 1) \)-dimensional linear vector space. The coefficients \( f_l \) are then determined by minimizing the \( L \) error norm between the sequences \( f(x), x = k, \) and \( g(k) \)

\[
\kappa_l^2 = \| f - g \|^2 = \sum_{k=n-N}^{n+N} w(k-n) \left[ \sum_{l=0}^{L} f_l \phi_l(k-n) - g(k) \right]^2. \tag{4}
\]

Minimum error is achieved if

\[
\frac{\partial \kappa_l^2}{\partial f_l} = 0, \quad l = 0, 1, \ldots, L. \tag{5}
\]

Writing (5) explicitly and taking into account (1) we obtain

\[
\sum_{j=0}^{L} f_j (\phi_l, \phi_l) = \langle g, \psi_l \rangle, \quad l = 0, 1, \ldots, L. \tag{6}
\]
The set of equations (6) is known as the normal equations, and has a central role in mean square estimation. Since the functions $\phi_i$ belong to an orthonormal basis (2) the solution to the normal equations is immediate:

$$f_i = (g, \phi_i), \quad l = 0, 1, \ldots, L.$$  

Note that $f_i$ implicitly depends on $n$, i.e., on the interval on which the computations are performed. Analysis of (7) shows that the expansion coefficients of the continuous approximation $f(x)$ are identical with the projections of the discrete data $g(n)$ onto the basis functions and they do not depend on the dimension of the orthonormal basis. Any other set of coefficients yields a higher error. The coefficients $f_i$ are computed independently of each other, and as a corollary we have that the parameters minimizing the mean square error for dimension $L$ are also the first $L$ parameters if the minimization is performed for dimension $L_2 > L_1$. This important property is another reason for the popularity of orthogonal expansions for least squares problems, since whenever a better approximation is required the already available parameters do not have to be thrown away.

### 3. SMOOTHED DIFFERENTIATION FILTERS

The underlying function $f(x)$ carries all the assumed information about the image $g$ in the neighborhood under consideration. This neighborhood is centered on $n$, and thus the lattice sites of interest are $k = n - N, \ldots, n, \ldots, n + N$. We approximate the $p$th derivative of the discrete noisy image $g$ at the site $n$ by

$$f^{(p)}(n) = \left[ \frac{d^p f(x)}{dx^p} \right]_{x=n},$$

that is, by the value of the continuous underlying function's $p$th derivative at the lattice site under consideration. The expression for $f^{(p)}(x)$ can be obtained from (3) and (7) using the linearity of the differentiation operator,

$$f^{(p)}(n) = \sum_{l=0}^{L} (g, \phi_i)\phi_i^{(p)}(0),$$

where the dependence on $n$ is through the scalar product. Writing (9) explicitly, after some manipulations we have

$$f^{(p)}(n) = \sum_{k=-N}^{N} g(k) \left[ w(k-n) \sum_{l=0}^{L} \phi_l(k-n)\phi_l^{(p)}(0) \right].$$

Making a change in the summation index we obtain the solution

$$f^{(p)}(n) = \sum_{i=-N}^{N} g(n-i)h(i; p) = g(n)^*h(n; p).$$

with the dependence on the parameter $p$ made explicit but the dependence on $L$ and $N$ kept implicit. The expression (11) is a convolution sum between the data $g(n)$ and a finite impulse response filter $h(n; p)$ and is denoted by the asterisk. Note that $h(n; p)$ while completely determined by the chosen orthonormal basis does not have a closed form solution in the general case. We obtained the following important result:

To estimate the $p$th derivative of the one-dimensional noisy image at site $n$ in the chosen neighborhood we have to convolve the image with an a priori known filter.

For the two-dimensional case we restrict ourselves to square neighborhoods. In such neighborhoods it is always possible to define a separable two-dimensional orthonormal basis built by the Cartesian product of two identical one-dimensional bases. Thus

$$w(x, y) = w(x)w(y) \quad \text{and} \quad \phi_{n,k}(x, y) = \phi_n(x)\phi_k(y)$$

with all the properties discussed in Section 2 holding. We approximate the $(p + q)$th partial derivative at site $(n, m)$, $p$ along the $x$ axis and $q$ along the $y$ axis, by

$$f^{(p+q)}(n, m) = \left[ \frac{\partial^{p+q} f(x, y)}{\partial x^p \partial y^q} \right]_{x=n, y=m}$$

Similarly to the one-dimensional case we have

$$f^{(p+q)}(n, m) = \sum_{i=0}^{L} \sum_{j=0}^{L} (g, \phi_{n,i})\phi_{n,i}^{(p)}(0)\phi_{n,j}^{(q)}(0)$$

and the separability of the orthonormal basis allows us to write

$$f^{(p+q)}(n, m) = \sum_{i=-N}^{N} \sum_{j=-N}^{N} g(n-i, m-j)h(i; p)h(j; q).$$
where the expression of the filters $h(n; \cdot)$ is given by (12). Thus, the two-dimensional problem can be reduced to convolution with the product of two filters employed in the one-dimensional case. It must be emphasized that all the results obtained so far are valid for any orthonormal basis defined on a discrete interval. The chosen basis defines the continuous approximation and therefore influences the values obtained for the derivatives. In the next section we show that by using orthonormal polynomial bases closed form solutions can be obtained for the filters.

4. FILTERS BUILT WITH ORTHONORMAL POLYNOMIALS

The orthonormal polynomial basis functions are defined as

$$
\phi_i(x) = \sum_{k=0}^{L} a_{i,k} x^k, \quad l = 0, 1, \ldots, L.
$$

(17)

For any $l$ and $j$ the orthonormality condition

$$
(\phi_l, \phi_j) = \sum_{n=-N}^{N} w(n) \phi_l(n) \phi_j(n) = \delta_{lj}
$$

(18)

must be satisfied, and thus the orthogonality interval $[-N, N]$ and the weight function $w(x)$ uniquely determine the orthonormal polynomial base, i.e., all the coefficients $a_{i,k}$. An extensive literature on orthogonal polynomials exists. Orthogonal polynomials over discrete intervals, however, are less often discussed because they can be regarded as particular cases of polynomials defined over continuous intervals. The most complete reference on orthogonal polynomials, the treatise of Szegő [31] discusses them in only a few pages (pp. 33-37).

It is immediate from the definition (17) that the continuous function $g(x) = x^k, -N \leq x \leq N$ and $k \leq L$, can be completely represented by polynomial basis functions. Thus, when the sequence $g(n) = n^k, n = -N, \ldots, N$, is applied at the input of the smoothed differentiation filter $h(n; p)$, the sought output at $n = 0$ (the center of the interval) is

$$
f^{(p)}(0) = \sum_{n=-N}^{N} (-n)^k h(n; p) = \begin{cases} 0, & k \neq p \\ p!, & k = p. \end{cases}
$$

(19)

Note that both $k$ and $p$ are less than or equal to the largest polynomial degree $L$. When $k = 0$ the following properties of the filters are obtained:

$$
\sum_{n=-N}^{N} h(n; p) = \begin{cases} 1, & p = 0 \\ 0, & p = 1, 2, \ldots, L. \end{cases}
$$

(20)

As expected, the smoothing filter reproduces the mean level of the input, while if differentiation is also present the mean level is discarded.

The $k$th moment of the sequence $h(n; p)$ has the definition

$$
\mu_k [h(n; p)] = \sum_{n=-N}^{N} h(n; p) n^k
$$

(21)

and (19) yields

$$
\mu_k [h(n; p)] = \begin{cases} 0, & k \neq p \\ (-1)^p p!, & k = p. \end{cases}
$$

(22)

In the case of smoothing ($p = 0$) (22) becomes

$$
\mu_k [h(n; 0)] = \begin{cases} 1, & k = 0 \\ 0, & k = 1, 2, \ldots, L. \end{cases}
$$

(23)

We can proceed now to compute the moments of the output $f^{(p)}(n)$ as functions of the moments of the finite input sequence $g(n)$. The input is defined in the interval $[-M, M]$ and thus the output is nonzero in the interval $[-M - N, M + N]$.

$$
\mu_k [f^{(p)}(n)]
$$

$$
= \sum_{n=-M-N}^{M+N} f^{(p)}(n) n^k
$$

$$
= \sum_{n=-M-N}^{M+N} (i + n - l)^k \sum_{j=0}^{N} g(n - j) h(l; p) (i + n - l)^k n^k
$$

(24)

$$
= \sum_{j=0}^{k} \binom{k}{j} \sum_{l=0}^{M+N} \sum_{n=-M-N}^{M+N} (n - j)^k g(n - i) n^k
$$

$$
= \sum_{j=0}^{k} \binom{k}{j} \sum_{l=0}^{M+N} \sum_{n=-M-N}^{M+N} (n - i)^k g(n - i)
$$

where $\binom{j}{j}$ are the binomial coefficients. Taking into account (22) we can reduce (24) to

$$
\mu_k [f^{(p)}(n)] = (-1)^p p! \binom{k}{p} \mu_{k-p} [g(n)].
$$

(25)

The following relation between the moments of the input and of the output is obtained:

$$
\mu_k [f^{(p)}(n)] = \begin{cases} 0, & k < p \\ (-1)^p \frac{k!}{(k - p)!} \mu_{k-p} [g(n)], & k \geq p. \end{cases}
$$

(26)
All the moments of the output of degree less than the order of differentiation $p$ are zero. Higher moments are proportional with the first moments of the input.

The case of smoothing $p = 0$ is of particular interest:

$$\mu_k[f(n)] = \mu_k[g(n)], \quad k = 0, 1, \ldots, L. \tag{27}$$

The smoothing filters $h(n, 0)$ preserve all the moments of the input signal $g(n)$ up to $L$, the degree of the polynomial fitted to the discrete data. It must be emphasized that the input $g(n)$ is not necessarily a signal which can be completely represented by polynomials; for example, it can be a noisy step edge. Thus the smoothing filters maximally reduce the corrupting noise and yield minimum distortion. These properties justify Burt's [6] hierarchical surface interpolation method in which only planar fits were employed. Since by our method the parameters of the smoothing polynomials are not computed explicitly additional improvements and/or higher-order local fits might be achieved in Burt's algorithm.

4.1. Chebyshev and Krawtchouk Polynomial Bases

Let the dimension of the space spanned by the orthonormal polynomial bases be $L + 1$; i.e., the degree of the fitted polynomials is $L$. Given the orthogonality interval $-N \leq x \leq N$, different bases correspond to different weight functions $w(x)$. Two weight functions are of interest for us.

The Chebyshev polynomials $t_l(x)$ are obtained when $w(x) = 1$; $-N \leq x \leq N$. They are also known as the Gram polynomials to distinguish them from polynomials with the same name but different weight function defined over a continuous interval.

The Krawtchouk polynomials $k_l(x)$ are generated when

$$w(x) = \left(\begin{array}{c} 2N \\ N - x \end{array}\right) a^{N-x} b^{N+x}$$

$$= \frac{(2N)!}{(N - x)!(N + x)!} a^{N-x} b^{N+x},$$

where $x = n = -N, \ldots, N$, are used in the scalar product (1) the binomial coefficients can be written as the ratio of factorials and not as of gamma functions. For our purpose it suffices to consider the Krawtchouk polynomials corresponding to $a = b = 1$.

Several methods for generating the polynomials belonging to an orthogonal family are available. The recurrence method through a formula connecting three orthogonal polynomials of consecutive degrees is relevant here. The orthonormal polynomials are then obtained by division by their norm.

The Chebyshev polynomials can be generated from the relation (adapted from Steffen [29])

$$t_{r+1}(x) = 2 \frac{2l + 1}{l + 1} xt_l(x) - \frac{l}{l + 1} (2N + 1 - l)(2N + 1 + l)t_{l-1}(x). \tag{29}$$

The Krawtchouk polynomials can be generated from the relation (adapted from Greenleaf [8])

$$k_{r+1}(x) = \frac{x}{l + 1} k_l(x) - \frac{1}{4(l + 1)} (2N + 1 - l)k_{l-1}(x), \tag{30}$$

where $l = 1, 2, \ldots, L - 1$; and the initial polynomials are $t_0(x) = k_0(x) = 1$ and $t_1(x) = 2x$ and $k_1(x) = x$. Because only the term $x$ multiplies the $l$th polynomial in both recurrence relations it is immediate to prove that the polynomials of even degree are even functions (only even powers of $x$) and the polynomials of odd degree are odd functions (only odd powers of $x$ and no free term). Thus

$$t_{2j+1}(0) = k_{2j+1}(0) = 0, \quad j, q = 0, 1, \ldots,$$

$$t_{2j+1}(0) = k_{2j+1}(0) = 0, \quad j, q = 0, 1, \ldots. \tag{31}$$

Odd-order derivatives of the even-degree polynomials and even-order derivatives of the odd-degree polynomials are zero in the center of the neighborhood.

The importance of this property becomes clear when we examine the expression for the smoothed differentiation filters (12). For any two consecutive values $L$ and $L + 1$, one of them (say $L + 1$) yields $\phi_{r+1}(0) = 0$ for polynomial bases. Thus, the same filter is obtained for the computation of the $p$th derivative in the center of the neighborhood if the underlying function is assumed to be a polynomial of degree $L$ or $L + 1$.

For example, assume that smoothing is performed by fitting at every site a line segment (first-order fit) within a neighborhood centered on that site. The value of the fit at the center is the free term in the line segment's equation, which as is well known is equal to the mean value of the samples (zero-order fit). Similarly, there is no need to use a second-order fit when computing the smoothed first derivative; the first-order fit gives identical results.

Another consequence of (31) is that all the smoothed differentiation filters are either odd or even sequences. The derivatives at zero always sift out all the polynomials of the same nature (odd or even), leaving only the other homogeneous group inside the sum. We have

$$h(-n; 2q) = h(n; 2q), \quad h(-n; 2q+1) = -h(n; 2q + 1),$$

$$|n| \leq N, \quad q = 0, 1, \ldots. \tag{32}$$
The expressions of the first five orthogonal Chebyshev polynomials were obtained from (29) by the help of the Macsyma program package. They are proportional to the polynomials found by Hildebrand [13, p. 290]:

\[ t_0(x) = 1 \]
\[ t_1(x) = 2x \]
\[ t_2(x) = 6x^2 - 2N(N + 1) \]
\[ t_3(x) = 20x^3 - 4(3N^2 + 3N - 1)x \]
\[ t_4(x) = 70x^4 - 10(6N^2 + 6N - 5)x^2 + 6N(N^2 - 1)(N + 2) \]
\[ t_5(x) = 252x^5 - 140(2N^2 + 2N - 3)x^3 + 4(15N^4 + 30N^3 - 35N^2 - 50N + 12)x. \]

The general expression for the squared-norm of these Chebyshev polynomials is

\[ T_l^2 = \frac{2N + 1}{2l + 1} \prod_{j=1}^{l} [(2N + 1)^2 - j^2]. \] (34)

The orthonormal polynomials are obtained by dividing the expressions in (33) by \( T_l \).

The filters based on Chebyshev polynomials were computed from (12) with the help of Macsyma and are given in Appendix A. Convolution with the filters involves the fitting of an \( L \)th degree polynomial to the data. The fitted polynomial has \( L + 1 \) coefficients which are determined implicitly by the filtering and thus the dimension of the interval \( 2N + 1 \) must be at least equal to \( L + 1 \), i.e., \( N \geq L/2 \).

The filters built with Chebyshev polynomial base are called Savitzky-Golay filters after the names of the researchers who proposed them first in 1964. The filters are frequently used in chemistry for processing spectrometric measurements. Their popularity is shown by the fact that according to the Science Citation Index the paper was cited in 1987 alone 124 times. Savitzky and Golay [27] tabulated the filters up to the fifth degree. The tables of Savitzky and Golay were corrected by Steinier et al. [30], who also discussed the least squares problem in a more general context. Madden [18] was the first to give closed form general expressions for the Savitzky-Golay filters. He did not elaborate on the method by which the filters were obtained. Madden’s results differ from ours given in Appendix A by a minus sign for the filters which are odd sequences. This is due to Madden’s correlation type definition in contrast with ours (11) which is of convolution type. We also found an error in his expression for the filter (A10). Bromba and Ziegler [3, 5] discussed only the Savitzky-Golay smoothing filters. Different properties are presented and a recursive filter implementation (more adequate for on-line scanning of the input data) was proposed. Steffen [29] and Schüssler and Steffen [28] also restricted themselves to smoothing filters. They gave two different methods of obtaining the Savitzky-Golay filters, proved their properties, and showed the shape of the filters and of the corresponding frequency responses for \( N = 11, L = 0, 2, \ldots, 22 \).

The expressions of the first five orthogonal Krawtchouk polynomials corresponding to \( a = b = t \) in the weight function (28) were obtained from (30) by the help of the Macsyma program package. They are proportional to the polynomials found by Greenleaf [8]:

\[ k_0(x) = 1 \]
\[ k_1(x) = x \]
\[ k_2(x) = \frac{4}{2} [2x^2 - N] \]
\[ k_3(x) = \frac{4}{3} [2x^3 - (3N - 1)x] \]
\[ k_4(x) = \frac{4}{4} [4x^4 - 4(3N - 2)x^2 + 3N(N - 1)] \]
\[ k_5(x) = \frac{4}{5} [4x^5 - 20(N - 1)x^3 + (15N^2 - 25N + 6)x]. \]

The general expression for the squared-norm of these Krawtchouk polynomials is

\[ K_l^2 = 2^{-2l} \left( \frac{2N}{2N - 1} \right). \] (36)

The expressions of the filters built with the Krawtchouk orthonormal base are given in Appendix B. They are less frequently employed than the Savitzky-Golay filters; only Bromba and Ziegler [4] discussed their use for the case of pure smoothing.

The behavior of the Chebyshev and Krawtchouk polynomial bases at the limit is also of interest. If we let \( x = Nz \) and make \( N \) go to infinity, the Chebyshev polynomials defined over the discrete interval \([ -N, N]\) become the Legendre polynomials in the variable \( z \), defined over the continuous interval \([-1, 1]\) with unit weight function [13, p. 290]. Similarly, the Krawtchouk polynomials at the limit yield Hermite polynomials defined on the continuous interval \([-\infty, \infty]\) with Gaussian weights [8].

In Section 1 we mentioned that both Legendre and Hermite polynomials were employed in computer vision for feature detection. The relative small neighborhood sizes, however, raise questions about the validity of using continuous orthogonal polynomial bases. As was discussed above, these continuous polynomials become correct approximations for data defined on a discrete lattice only at the limit. It is of interest to mention that Hashimoto and Sklansky [12] used Krawtchouk polynomials to approximate Gaussian derivative estimation filters. Our
4.2. Properties of Filters Built with Krawtchouk Polynomials

In this section we discuss some interesting properties of the smoothed differentiation filters built with Krawtchouk polynomials.

Examination of the expressions for the filters (Appendix B) shows that they all contain the sampled values of the weight function (28). To show the relationship between some of these filters and well-known edge detectors developed in the continuous domain, we should regard the weight as the discrete approximation of a Gaussian. By the DeMoivre–Laplace theorem [23, p. 66] if \( N \) is relatively large and \( n > \sqrt{N}/2 \), the weight of the Krawtchouk polynomial base becomes a good approximation of a Gaussian with mean 0 and variance \( N/2 \).

The expression of the approximated Gaussian is

\[
G(x) = \frac{1}{\sqrt{2\pi N}} e^{-\left(x^2/N\right)},
\]

(37)

where we took into account the unit step size of the sampling lattice. The first and second derivatives are

\[
G'(x) = -\frac{2x}{N} G(x)
\]

(38a)

\[
G''(x) = \frac{2}{N^2} (2x^2 - N) G(x).
\]

(38b)

Given that the sampled Gaussian \( G(n) \) is a good approximation of the sampled weight function \( w(n) \), comparison of (38a) with (B5) and (38b) and (B8) reveals the following equivalences:

\[
h_k(n; 1) = G'(n) \quad \text{for } L = 1 \text{ or } 2 \quad (39a)
\]

\[
h_k(n; 2) = \frac{2N}{2N - 1} G''(n) \quad \text{for } L = 2 \text{ or } 3. \quad (39b)
\]

Thus the two smoothed differentiation filters built with Krawtchouk polynomials are close approximations of a Gaussian with variance \( N/2 \). The approximation improves as the support of the filters increases.

Canny [7] proposed the first derivative of a Gaussian as an efficient approximation for his optimal step edge operator. Canny defined optimality in terms of localization accuracy and minimum false alarms and the optimization was performed in the continuous domain. In our discrete approach we employed a different, least mean square criterion to determine the expressions for the smoothed differentiation filters. Interestingly, when the local structure of the image is assumed to be planar or quadratic the obtained filter is very similar to Canny's edge detector. Note that higher-order underlying functions yield different first-order differentiation filters ((B6) and (B7)) and in our paradigm the first derivative of the Gaussian is no longer the desirable operator.

Marr and Hildreth [19] employed the second-order derivative of a Gaussian as edge detector. They gave an empirical justification in the continuous domain for the proposed operator. The equivalence relation (39b) suggests that the discrete mean square criterion for Gaussian-weighted data yields a similar filter only when the local structure of the image is assumed to be a polynomial of degree two or three.

Implementation aspects of the smoothed differentiation filters are also of importance. We now show that some of the filters built with Krawtchouk polynomials have sparse structure which reduces fourfold the amount of computation needed in two dimensions. The Savitzky–Golay filters built with Chebyshev polynomials do not have this property.

Let a filter \( h(n) \) be defined on the interval \( n = -N, \ldots, N \). The filter has sparse structure if close to half of its coefficients are zero in an alternating pattern. That is,

\[
h(n) = 0, \quad |n| = 2q,
\]

where \( c \) is either 0 or 1. Another pattern is

\[
h(n) = 0, \quad |n| = 2q + 1,
\]

where \( q = 0, 1, \ldots, [(N - 1)/2] \).

These multiplications with zero-valued coefficients do not have to be performed and in convolutions a significant decrease in the amount of computation is achieved. Some of these filters with sparse structure are known as half-band filters. Another application of half-band filters in computer vision is described in Meer et al. [20].

The smoothed differentiation filters described in this paper have three parameters in addition to the discrete variable \( n \). The size of the filter is related to \( N \), the degree of the fitted smoothing polynomials is related to \( L \), and the order of the differentiation is \( p \). We have found that the filters have sparse structure if either

\[
N = L^+ \quad \text{and} \quad p = 0 \quad (41)
\]

or

\[
N = L^- = p, \quad (42)
\]
where the superscript of the parameter $L$ stands for the smaller or larger polynomial degree yielding the same filter.

The first two sparse-structured smoothing filters defined by condition (41) are listed in Table 1. The smallest filter ($N = 1$) is not included because it does not have zero-valued coefficients.

Condition (42) yields the sparse-structured smoothed differentiation filters shown in Table 2. The first filter ($N = 1$) is given only for completeness.

We prove now that the sparse structure conditions (41) and (42) are a consequence of a property of the roots of Krawtchouk polynomials (35). The roots of the algebraic equation $k_N(x) = 0$ are integers having alternating pattern. While the roots of any orthogonal polynomial are real and distinct and lie inside the orthogonality interval [31, p. 44], the above property of Krawtchouk polynomials is not shared with the Chebyshev polynomials.

**Proof of Condition (41).** With the help of the Christoffel-Darboux summation formula Bromba and Ziegler [4] have shown that in the case of pure smoothing ($p = 0$) the expression (12) can be further simplified for the Krawtchouk polynomial base to

$$h(n; 0, 2q) = C_{2q} \frac{k_{2q+1}(n)}{n} w(n), \quad q = 0, 1, \ldots, (43)$$

where $C_{2q}$ is a constant, $k_{2q+1}(n)$ is the $(2q + 1)$th Krawtchouk polynomial, the weight function $w(n)$ is defined in (28), and the dependence on the degree of fitting polynomial $L = 2q$ was made explicit. Recall that if $L = 2q + 1$ the same smoothing filter is obtained. The polynomials $k_{2q+1}(n)$ are odd functions and thus the division with $n$ is always defined. The binomial coefficients $w(n)$ are always nonzero, the sparse structure of the smoothing filters (41) is then generated by the roots of the even polynomial $k_{2q+1}(n)/n$. For example, if $q = 1$ we are in the $L^- = 2, N = L^+ = 3$ case and the equation of interest is

$$k_3(n) = \frac{1}{12} [2n^2 - 8] = 0 \quad (44)$$

having the solutions $n = \pm 2$ which coincide with the zeros of the filter in Table 1.

**Proof of Condition (42).** Since the $N$th-order derivative of an $l < N$th degree polynomial is zero, condition (42) reduces the expression (12) of the filter to

$$h(n; N, N) = N!a_{N,N}w(-n)k_N(-n), \quad (45)$$

where $a_{N,N}$ is the leading coefficient of the $k_N(x)$ Krawtchouk polynomial. Note that $w(-n) = w(n)$ and $k_N(-n) = \pm k_N(n)$ depending on whether $N$ is an even or an odd number. Thus, again a sparse filter structure is generated by the roots of the Krawtchouk polynomials. For example, if $N = 4$ the roots are given by

$$4n^4 - 40n^2 + 36 = 0 \quad (46)$$

with the solutions $n = \pm 1, \pm 3$ which coincide with the zeros of the smoothed fourth-order differentiation filter in Table 2.

### 5. Experimental Results

We have applied several smoothed differentiation filters to the $128 \times 128$ pebbles image (upper left, Fig. 1) and $158 \times 158$ vase image (upper left, Fig. 2). All the images presented in the figures are magnified to $256 \times 256$ and have 255 gray levels. These two images were chosen as examples since most of the information conveyed is carried by nonplanar patches. The results are obtained with filters built employing the Krawtchouk polynomial base. Results obtained with the equivalent Savitzky-Golay filters are undistinguishable by the eye. As was already mentioned in Section 1, the goal of this paper is only to present a mathematically complete approach to least square processing of images. Therefore we have restricted our experiments to the generation of raw data, i.e., the output of the filter with an additional linear scaling (gray levels stretched between 0 and 255) in the cases of differentiated images.

All the filters were of size $9 \times 9$. The same derivative is taken along both directions and thus, for example, the first derivative filter will not respond to horizontal or ver-

---

**TABLE 1**

<table>
<thead>
<tr>
<th>Filter size:</th>
<th>Degree of polynomials: $L^-, L^+$</th>
<th>Nature of sequence</th>
<th>$h(n) = 0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$2N + 1$</td>
<td>$2$ or $3$</td>
<td>Even</td>
<td>$2$</td>
</tr>
<tr>
<td>$11$</td>
<td>$4$ or $5$</td>
<td>Even</td>
<td>$2, 4$</td>
</tr>
</tbody>
</table>
We did not investigate the effect of "nonisotropic" filters, in which the supports of the filter and the degrees of the fitted polynomials differ along the $n$ and $m$ coordinates of the lattice. These are the oriented edge detectors (among them the discrete versions of the Marr–Hildreth and the Canny detectors) and are obtained by combining pure smoothing components with smoothed differentiation ones. The separability along the two lattice coordinate axes (13) makes building of such edge detectors immediate.

A serious amount of blurring of the images appears when zero-order polynomials (we will refer from now on only to $L^{-}$) are fitted to the data through convolution with the smoothing filter (upper right, Figs. 1 and 2). However, when the degree of the fitted polynomials is increased to two (lower left, Figs. 1 and 2) most of the details remain sharp. An additional increase of the polynomial degree to four does not seem to yield further improvements (lower right, Figs. 1 and 2).

The images were also corrupted by zero mean, white Gaussian noise—the pebbles image with noise having standard deviation 50 (upper left, Fig. 3), and the vase image with noise having standard deviation 30 (upper left, Fig. 4). As expected the increase in the degree of the smoothing polynomials also increased the amount of noise retained. The second-degree polynomials (lower left, Figs. 3 and 4) appear to optimize the trade-off between the smoothness of the background and the sharpness of the details.

Different derivatives of the pebbles image are shown in Fig. 5. At the upper left, the first derivative obtained with first-degree polynomials is given. As was discussed above the horizontal and vertical components of the filter are approximations of the first derivative of a Gaussian with standard deviation $\sigma = \sqrt{2}$. The gray level changes are, however, much more sharply defined if third-order polynomials are employed for the smoothing part of the filter (upper right, Fig. 5). Similar improvement can be observed for the smoothed second-derivative filters.

![FIG. 1. Smoothing of the pebbles image. Upper left: Original. Upper right: Zero-degree polynomials. Lower left: Second-degree polynomials. Lower right: Fourth-degree polynomials. The pebbles images are 128 x 128, magnified to 256 x 256. The filter size is 9 x 9 in all these and subsequent images.](image1)

![FIG. 2. Smoothing of the vase image. Upper left: Original. Upper right: Zero-degree polynomials. Lower left: Second-degree polynomials. Lower right: Fourth-degree polynomials. The vase images are 158 x 158, magnified to 256 x 256.](image2)


the lower left of Fig. 5 the second-order derivative is shown computed with second-degree polynomials. In this case the horizontal and vertical components of the filter are approximations of the second derivative of a Gaussian with standard deviation $\sigma = \sqrt{2}$. In the lower right the same derivative is computed with fourth-degree smoothing polynomials.

The upper left of Fig. 6 shows the first derivative of the vase image computed after smoothing with third-order polynomials. The edges delineating the vase can be recognized. The second derivative based on fourth-degree polynomials (upper right), the third derivative based on third-degree polynomials (lower left), and the fourth derivative based on fourth degree polynomials (lower right) all retained the highlight feature at the center of the vase showing the step-like nature of this feature.

6. DISCUSSION

We have presented a systematic approach to least square approximation of images and of their derivatives. We have shown that by choosing orthonormal polynomial bases for the description of the neighborhood within which the computation is performed, the result can be achieved by convolution with filters expressed in closed form. We have proved that only every second underlying surface degree is meaningful in processing. A spline polynomial decomposition-based technique was also employed to obtain the solution in the more general case of minimal-curvature filters where a regularization term is also present in the minimization [32, 33].

One application of the low-order smoothed differential filters is in edge detection. The numerical differentiation along one coordinate direction combined with smoothing along the other direction yields oriented edge detection masks. Directional derivatives can also be obtained when


the values of the partial derivatives are available [10]. We have shown that the use of Gaussian smoothed derivatives (in the Canny and the Marr–Hildreth edge detectors) implies additional assumptions about the degree of the underlying polynomial surface, at least when an \( l_2 \) norm is employed.

The degree of the underlying polynomial is the most important parameter of the filters. In addition to describing the underlying polynomial surface it also controls the amount of achieved smoothing, as the experimental results have also shown. Given the data and a family of models (e.g., polynomial surfaces), the model order problem deals with the selection of the model best fitting the data. There is no unique solution for the problem and it is an active research area both in the context of classic [22, Chap. 7] and robust [9, pp. 366–367] statistical techniques. The final decision is dictated by the desired trade-off between noise reduction and sharpness of details. Note also that for a given neighborhood size all the filters require the same amount of computation since none of the parameters of the fitted polynomials are computed explicitly.

Even higher-order polynomial surfaces cannot model discontinuities (edges) in an image. The image data are piecewise; that is, they are composed of several surfaces separated by model discontinuities (edges). Application of least-squares-based surface estimation techniques to piecewise data violates the basic assumptions of least squares and distortions are always introduced. Discontinuity preserving smoothing procedures must use either adaptive least squares methods (e.g., [24]) and/or high breakdown point robust estimators [21]. However, if the data are homogeneous (consist of only one surface) least squares often yields the optimum solution.

In our approach the discrete nature of the image has a central role and all the computations are restricted to the sites of the sampling lattice. We believe that the discreteness of the data must be taken into account when developing algorithms for computer vision. Transition from a continuous formulation of the problem to discrete algorithms may not always yield correct results. For example, recently Lindeberg [17] has shown that scale-space properties in the continuous domain can be violated after sampling. The filters proposed in this paper allow treatment of least square problems directly in the discrete realm.

**APPENDIX A**

**Smoothed Differentiation Filters from Chebyshev Polynomials**

In this appendix the expressions for smoothed differentiation filters derived from Chebyshev polynomials up to degree five are given. The filters were obtained from (12) with the help of the Macsyma program package. The unit weights of the Chebyshev polynomials yield unweighted smoothing of the input. Convolution with a filter supplies the value of the derivative in the center of the neighborhood.

**Notation**

- Support of the filter: \( -N, \ldots, 0, \ldots, N \).
- Degree of the fitted polynomial: \( L \).
- Order of differentiation: \( p \).
- The corresponding filter is \( h_c(n) \).

### Unweighted Smoothing Filters

**\( L = 0 \) or 1, \( p = 0 \).**

\[
\begin{align*}
h_c(n) &= \frac{1}{2N + 1} \cdot (A1)
\end{align*}
\]

**\( L = 2 \) or 3, \( p = 0 \).**

\[
\begin{align*}
h_c(n) &= -\frac{3[5n^2 - (3N^2 + 3N - 1)]}{(2N - 1)(2N + 1)(2N + 3)} \cdot (A2)
\end{align*}
\]

**\( L = 4 \) or 5, \( p = 0 \).**

\[
\begin{align*}
h_c(n) &= \frac{15[63n^4 - 35(2N^2 + 2N - 3)n^2 + (15N^4 + 30N^3 - 35N^2 - 50N + 12)]}{4(2N - 3)(2N - 1)(2N + 1)(2N + 3)(2N + 5)} \cdot (A3)
\end{align*}
\]

### Unweighted Smoothing, First-Order Differentiation Filters

**\( L = 1 \) or 2, \( p = 1 \).**

\[
\begin{align*}
h_c(n) &= -\frac{3n}{N(N + 1)(2N + 1)} \cdot (A4)
\end{align*}
\]
SMOOTHED DIFFERENTIATION FILTERS

$L = 3$ or $4$, $p = 1$.

\[
h_c(n) = \frac{5[7(3N^2 + 3N - 1)n^3 - 5(3N^4 + 6N^3 - 3N + 1)n]}{(N - 1)N(N + 1)(N + 2)(2N - 1)(2N + 1)(2N + 3)}. \tag{A5}
\]

$L = 5$ or $6$, $p = 1$.

\[
h_c(n) = \left( - \frac{21}{4} \right) \frac{33(15N^4 + 30N^3 - 35N^2 - 50N + 12)n^3}{(N - 2)(N - 1)N(N + 1)} - \frac{105(6N^6 + 18N^5 - 15N^4 - 60N^3 + 17N^2 + 50N - 12)n^3}{(N + 2)(N + 3)(2N - 3)(2N - 1)} + \frac{7(25N^8 + 100N^7 - 50N^6 - 500N^5 - 95N^4 + 760N^3 + 180N^2 - 300N + 72)n}{(2N + 1)(2N + 3)(2N + 5)}. \tag{A6}
\]

Unweighted Smoothing, Second-Order Differentiation Filters

$L = 2$ or $3$, $p = 2$.

\[
h_c(n) = \frac{30[3n^2 - N(N + 1)]}{N(N + 1)(2N - 1)(2N + 1)(2N + 3)}. \tag{A7}
\]

$L = 4$ or $5$, $p = 2$.

\[
h_c(n) = \left( - \frac{105}{2} \right) \frac{15(6N^2 + 6N - 5)n^4 - 21(4N^4 + 8N^3 - 4N^2 - 8N + 5)n^2}{(N - 1)N(N + 1)(N + 2)(2N - 3)} + \frac{5(N - 1)N(N + 1)(N + 2)(2N^2 + 2N - 3)}{(2N - 1)(2N + 1)(2N + 3)(2N + 5)}. \tag{A8}
\]

Unweighted Smoothing, Third-Order Differentiation Filters

$L = 3$ or $4$, $p = 3$.

\[
h_c(n) = - \frac{210[5n^3 - (3N^2 + 3N - 1)n]}{(N - 1)N(N + 1)(N + 2)(2N - 1)(2N + 1)(2N + 3)}. \tag{A9}
\]

$L = 5$ or $6$, $p = 3$.

\[
h_c(n) = \left( \frac{945}{2} \right) \frac{77(2N^2 + 2N - 3)n^5 - 15(12N^4 + 24N^3 - 28N^2 - 40N + 39)n^3}{(N - 2)(N - 1)N(N + 1)(N + 2)(N + 3)} + \frac{7(6N^6 + 18N^5 - 15N^4 - 60N^3 + 17N^2 + 50N - 12)n}{(2N - 3)(2N - 1)(2N + 1)(2N + 3)(2N + 5)}. \tag{A10}
\]

Unweighted Smoothing, Fourth-Order Differentiation Filter

$L = 4$ or $5$, $p = 4$.

\[
h_c(n) = \frac{1890[35n^4 - 5(6N^2 + 6N - 5)n^2 + 3(N - 1)N(N + 1)(N + 2)]}{(N - 1)N(N + 1)(N + 2)(2N - 3)(2N - 1)(2N + 1)(2N + 3)(2N + 5)}. \tag{A11}
\]

Unweighted Smoothing, Fifth-Order Differentiation Filter

$L = 5$ or $6$, $p = 5$.

\[
h_c(n) = \frac{-20790[63n^5 - 35(2N^2 + 2N - 3)n^3 + (15N^4 + 30N^3 - 35N^2 - 50N + 12)n]}{(N - 2)(N - 1)N(N + 1)(N + 2)(N + 3)} \tag{A12}
\]
Smoothed Differentiation Filters from Krawtchouk Polynomials

In this appendix the expressions for smoothed differentiation filters derived from Krawtchouk polynomials up to degree five are given. The filters were obtained from (12) with the help of the Macsyma program package. The expression for the sampled weight function

\[ w(n) = \frac{1}{2^N \binom{2N}{N-n}} \frac{(2N)!}{(N-n)!(N+n)!} \]  

appears in all the filters and is not given in its explicit form. Because of the presence of \( w(n) \) the data can be regarded as weighted by the discrete approximation of a Gaussian with variance \( N/2 \). Convolution with a filter returns the value in the center of the neighborhood.

**Notation**

Support of the filter: \(-N, \ldots, 0, \ldots, N\).
Degree of the fitted polynomial: \( L \).
Order of differentiation: \( p \).
The corresponding filter is \( h_K(n) \).

Gaussian-Weighted Smoothing Filters

\( L = 0 \) or \( 1, p = 0 \).

\[ h_K(n) = w(n). \]  

\( L = 2 \) or \( 3, p = 0 \).

\[ h_K(n) = -\frac{2n^2 - (3N - 1)}{2N - 1} w(n). \]  

\( L = 4 \) or \( 5, p = 0 \).

\[ h_K(n) = \frac{4n^4 - 20(N - 1)n^2 + (15N^2 - 25N + 6)}{2(2N - 3)(2N - 1)} w(n). \]  

Gaussian-Weighted Smoothing, First-Order Differentiation Filters

\( L = 1 \) or \( 2, p = 1 \).

\[ h_K(n) = -\frac{2n}{N} w(n). \]  

\( L = 3 \) or \( 4, p = 1 \).

\[ h_K(n) = \frac{2[2(3N - 1)n^3 - (15N^2 - 15N + 4)n]}{3(N - 1)N(2N - 1)} w(n). \]  

\( L = 5 \) or \( 6, p = 1 \).

\[ h_K(n) = \frac{-\frac{1}{15}[4(15N^2 - 25N + 6)n^5 - 20(21N^3 - 63N^2 + 56N - 12)n^3 + (525N^4 - 2100N^3 + 2835N^2 - 1480N + 276)n]}{(2N - 3)(2N - 1)} w(n). \]  

Gaussian-Weighted Smoothing, Second-Order Differentiation Filters

\( L = 2 \) or \( 3, p = 2 \).

\[ h_K(n) = \frac{4[2n^2 - N]}{N(2N - 1)} w(n). \]
SMOOTHED DIFFERENTIATION FILTERS

\( L = 4 \) or \( 5 \), \( p = 2 \).

\[ h_k(n) = \left( -\frac{4}{3} \right)^4 (3N^2 - 2n)^4 - 2(24N^3 - 39N + 17)n^2 + 15N(N - 1)^2 \] \( w(n) \). \hfill (B9)

**Gaussian-Weighted Smoothing, Third-Order Differentiation Filters**

\( L = 3 \) or \( 4 \), \( p = 3 \).

\[ h_k(n) = -\frac{8(2n^3 - (3N - 1)n)}{(N - 1)N(2N - 1)} w(n). \] \hfill (B10)

\( L = 5 \) or \( 6 \), \( p = 3 \).

\[ h_k(n) = \frac{8[4(N - 1)n^5 - 2(12N^2 - 27N + 16)n^3}{(N - 2)(N - 1)N} \right. \]
\[ \left. + \frac{(21N^3 - 63N^2 + 56N - 12)n}{(2N - 3)(2N - 1)} \right] w(n). \] \hfill (B11)

**Gaussian-Weighted Smoothing, Fourth-Order Differentiation Filter**

\( L = 4 \) or \( 5 \), \( p = 4 \).

\[ h_k(n) = \frac{16[4n^4 - 4(3N - 2)n^2 + 3(N - 1)N]}{(N - 1)N(2N - 3)(2N - 1)} w(n). \] \hfill (B12)

**Gaussian-Weighted Smoothing, Fifth-Order Differentiation Filter**

\( L = 5 \) or \( 6 \), \( p = 5 \).

\[ h_k(n) = -\frac{32[4n^5 - 20(N - 1)n^3 + (15N^2 - 25N + 6)n]}{(N - 2)(N - 1)(2N - 3)(2N - 1)} w(n). \] \hfill (B13)
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